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1 Abstract

The reader should achieve a general understanding of canonical transformations and some of their most
useful applications. The paper will walk through a derivation of the transformation equations associated
with some of the generating functions that serve to mediate a particular type of canonical transformation,
i.e. those which make use of cyclic coordinates to simplify the Hamiltonian. The remainder of the
discussion will be focused on canonical transformations that turn all coordinates into constants given by
initial conditions. This is illustrated with a specific generating function known as the Hamilton action
function which can be solved for using the Hamilton-Jacobi differential equation. An example of both of
these processes will be given through an analysis of the harmonic oscillator.

2 Introduction

The Hamiltonian formalism is equivalent to the Lagrangian formalism, just expressed in terms of position
and momentum as opposed to position and velocity. One benefit of the Hamiltonian is that we can make
use of cyclic (or ”ignorable”) coordinates. Suppose a Lagrangian did not depend on some coordinate
¢;- Then, according to the Euler-Lagrange equation, p, = %(gé ) = g—i = 0 and the corresponding
momentum p; is conserved. The Lagrangian will then be a function of 2n-1 coordinates, i.e. L =
L(q1, -, qn-1; ¢i)- If we switch to the Hamiltonian formalism, we see that p; = —g—g = 0 and again, the
corresponding momentum p; = k is conserved. But, in contrast to the Lagrangian, the Hamiltonian will
be a function of 2n-2 coordinates, i.e. H = H(q1,...,¢n-1;P1,---, Pn—1, k). Thus, the presence of a cyclic
coordinate has simplified the Hamiltonian by a single degree of freedom.

The conversion from Lagrangian to Hamiltonian is not the only way that we can exploit cyclic
coordinates. There are cases where the Hamiltonian will have more cyclic coordinates in one coordinate
system relative to another (we will see an example of this soon). The coordinate transformations we are
looking for are known as canonical transformations. Although this term describes a much broader range
of transformations, we will limit our discussion to those which yield cyclic coordinates or constants that

are given by initial conditions.

3 Canonical Transformations

Let’s consider a general Hamiltonian H = H(q;, p;, t) with the following Hamilton equations:

We know that, for cyclic coordinates, it must be true that:
L —0and p; =0

i.e., the Hamiltonian does not depend on a cyclic coordinate ¢;. We can simplify any given mechanical
problem by adopting a coordinate system that contains these cyclic coordinates. Consider the following
example in 2-dimensional space:

A particle is subject to a central potential. If we choose to describe this motion in Cartesian coor-
dinates, the Lagrangian will be of the form L = L(x,y,%,y) while the associated Hamiltonian will be
of the form H = H(p,,py,x,y). However, if we switch to polar coordinates, the the Lagrangian will be
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Figure 1: A particle moving in 2-dimensional space represented in polar coordinates where py points in
the direction of # and p, points in the direction of 7.

of the form L = L(r, 7, 0) while the associated Hamiltonian will be of the form H = H(p,,pg,r). Since
the new Lagrangian and Hamiltonian do not depend on #, we know that the corresponding momentum
pe will be a constant. The Hamiltonian can then be written as H = H(p,,r) and has been effectively
reduced to a single degree of freedom. The conservation of angular momentum py can also be viewed as
a product of rotation invariance. A central potential implies that the potential energy U = U(r); i.e., the
potential energy is only a function of the distance from the particle to the axis of rotation. Therefore,
switching to polar coordinates allows us to exploit conservation of angular momentum and simplify our
Hamiltonian.

A new set of coordinates
Qi :Qi(piaint)api :Pz(plaQMt) (1)

where @; is cyclic, would greatly reduce the complexity of our Hamiltonian. If we are able to convert all

¢; to cyclic coordinates @;, then all momenta P; are constant and the new Hamiltonian can be written
as H' = H'(P,).

We define a canonical transformation of the form shown in Equation 1 that yields new coordinates

P; and @; which satisfy the following canonical Hamilton equations:

OH'(Pi) _
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Integrating these equations with respect to time, we can retrieve the following equations of motion:
Q; = wit + wy and P; = B; = const

A pair of ¢; and p; are defined as canonically conjugate if they satisfy Hamilton’s equations. A canonical
transformation is simply a transformation from one canonically conjugate pair to another. We will focus
our discussion on canonical transformations that serve to simplify the Hamiltonian by converting g;’s
to cyclic coordinates. In order to identify a function that will carry out this transformation between
coordinates, we use the Hamilton principle. The next section will be dedicated to deriving the Hamilton
Principle from Newton’s equations.

Derivation of Hamilton’s Principle from Newton’s Equations for a Single Particle

Let’s consider a particle moving along an arbitrary path r = r(t) between r(¢1) and r(¢2). Now consider
a varied path with displacement dr that has the same start and end points. For the new path, we have
that r = r(¢) 4+ dr(¢) and dr(¢;) = dr(t2) = 0. The work required to vary the path by displacement dr can
be written as A = F - r = F° . §r where F° represents an external conservative force. For conservative
forces, work can be written as the negative of the change in potential energy, i.e.

Fe¢.ér = —0V. Using Newton’s Second Law, we obtain,
mi - ér = —JV. If we consider the following equation:
%(I"ﬂr) = i'~%5r+i"~6r = {-0F+i-0r = §(11%)+§-6r which we can rewrite as m¥-or = m%(i"ér)fé(%mij)

we obtain,



mi (i - or) — §(mii®) = —6V. Recognizing that §(m3i?) is the variation in kinetic energy, we can
simplify further

(T —-V)=46L= mdt( -dr). Integrating with respect to time yields the following:
5f Ldt = mli-- 6r];> = 0 where the last step is computed by recalling that dr(t;) = ér(t2) = 0.

Although this derivation was based on a single particle, the result can be generalized to systems with
many particles. We will now use this result to further our discussion on canonical transformations.

Since these new coordinates must also obey the Hamilton principle, we retrieve the following equations:
8 [ L(gi, i, t)dt = 0 and & [ L'(Qy, Qi, t)dt =0

where L corresponds to H and L’ corresponds to H’. Therefore,

§[(L—L"Ydt=0

This result will be true as long as L and L’ only differ by a total differential, i.e. 5fb Al gt — §(F(b) —
F(a)) = 0 where the last step is computed by recognizing that the variation of a constant will always be
Zero.

We are searching for a so-called generating function F that serves to mediate the canonical transforma-
tion. Let’s suppose that F will be a function of both the new and old coordinates F' = F(p;, ¢;, P;, Q;, ).
If i=1,2,...,n, then F is a function of 4n+1 coordinates. However, there are only 2n+1 independent
variables since @); and P; are already functions of p;, ¢;, and t. As long as F contains an old coordinate
and a new coordinate, we will be able to create a relationship between the two coordinate systems. The
following generating functions meet this criteria: Fy = F(q;, Qs,t), Fo = F(qi, P;,t), F3 = F(p;, Qi, 1),
Fy = F(p;, P;,t). Let’s see how these functions yield the tranbformatlonb described in Equation 1.

Using the definition of the Hamiltonian H = ¥p;¢; — L and the fact that L and L’ only differ by a

total differential L = L' + ‘Zlf , we see that

Spigi — H =SPQ; — H' + 4.

Let’s consider that F' = F} = F(¢;, Q;,t), then % = ZaFl qi + EaFl Qi + BFI by the multivariable
chain rule. Thus,

Spigi — SPQi — H+ H' =295, + 2850, + 25

If we compare the coefficients on either side of the equation, we retrieve the following transformation
equations associated with F7:

8F1 8F1

8F
Pi= 5,00 Qi) P = =5 (a5, Qi) HY = H 4 S50

(qj’ Qj, t) (2)

where the first two equations allow us to create the transformation equations of the form seen in [Equa-
tion 1] while substitution into the third equation yields the new Hamiltonian. We will see an example
of this now.

Example: The Harmonic Oscillator

Considering generalized coordinates q and p for our system, we can represent the kinetic/potential
energies and the associated Hamiltonian as follows:
kz—%muﬂqz H—— + qu

T = p U= %

where the potential energy is written in terms of mass and angular velocity by the substitution w = 4/ %



Suppose we are given the generating function F(¢,Q) = Zwq?cot(Q). Recognizing that F(q,Q) is of
the form Fi, we can use Equation 2. Thus,

OF OF 2
P=3, = mwqcot(Q), P = -0 = %si:fzq(Q)'

The above equations can be trivially solved for q and p, yielding the following:

q=+/ m2w Psin(Q), p = vV2mwPcos(Q)

By plugging these into H, we obtain H' = Pw(cos?*(Q) + sin?(Q)) = wP. Since H' = H'(P), Q is
a cyclic ("ignorable”) coordinate. Thus, we have shown that the generating function F produces a new
Hamiltonian that only depends on the constant momentum P. Using this information, we can easily
formulate the equation of motion as a function of time. Since there is no explicit time dependence in
the Hamiltonian, the total energy E is conserved where £ = H = wP. By the Hamilton equation

Q= %—Ig = w, we find that Q = wt + ¢. Plugging these results into g = ,/%Psin(@), we obtain the

following: q = \/ 2L sin(wt + ¢).

mw?

Using a similar derivation, we can find the transformation equations associated with F» = S = S(g;, P;, t):

oS a8 oS
pi = %(ijpjat)aQi = aTji(Qj,Ppt)aHl =H+ E(%Pmt) (3)
As in the previous case, the first two equations allow us to create the transformation equations of the
form seen in [Equation 1] while substitution into the third equation yields the new Hamiltonian. We
will use [Equation 3] in our discussion of Hamilton-Jacobi Theory.

4 Hamilton-Jacobi Differential Equation

So far, we have considered canonical transformations that yield H' = H'(P;), i.e. a Hamiltonian solely
dependent on constant momenta P;. Now we will consider canonical transformations that produce new
coordinates P; = p;o and Q; = g;0 where p;p and g;o are constants given by initial conditions. Once these
coordinates have been identified, we express the transformation equations as follows:

¢ = 4i(gi0, Pio- t), pi = Pi(dio, Pio, t) (4)

Since P; and @); are constants, Hamilton’s equations tell us the following;:

: OH’ - oH'
Pl:O:_TQl anin:O: op;
Let’s define H' = 0, since this will definitely satisfy the previous equations. We will need a gener-
ating function to carry out the coordinate transformation. Jacobi chose the form F» = S(g;, P;,t) to be
the so-called Hamilton action function and we will use this for the remainder of our discussion. Rec-
ognizing that Equation 3 holds for this generating function, we can rewrite the new Hamiltonian as
W + H(qi,pi,t) = 0. Using the fact that p; = g—i (as seen in equation Equation 3) and that
P; = pjp = pB; since the new momenta are constant, we retrieve the following equation known as the
Hamilton-Jacobi differential equation:

35(%12: Bi,t) , a;g_,t) -0 (5)

By solving this first order nonlinear partial differential equation, we can determine the generating func-
tion S = S(q¢;, Bi,t). Using Q; = gg = g—[i = o; from Equation 3, we can retrieve the transformation
equations described in Equation 4 where ¢;( is analogous to «; and p;o is analogous to fi. Let’s see an

example of this.

Example: Revisiting The Harmonic Oscillator

Recall that H = £ + §q2. Using the Hamilton action function S = S(g, P,t) and its associated
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transformation equation p = g—i from Equation 3, we can write the Hamilton-Jacobi differential equa-

tion as:

Assuming that S = S;(t) + Sa(q), we can define the following partial derivatives: 23 = 951(¢)

ot — ot
%g = %q(q). We can then simplify the differential equation to

_Sl(t) — L(QS§;Q))2 + qu — 6

and
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Since the left-hand-side of the equation only depends on t while the right-hand-side of the equation
only depends on q, they will only be equal if they are both some constant 5. Thus, for the left-hand-side,
we retrieve —S1 (t) = — which, by integrating, is equivalent to S;(t) = —Bt. As for the right-hand-side,
we retrieve %(8%;(1))2 + %qQ = B which, by isolating 8%?;)7 is equivalent to % = +/2mf — mkq?.

m

Solving for Sz, we obtain So = vVmk [ 4/ % — g2dq. S then becomes

S = 81(t) + Sa(q) = Vmk [ /22 — q2dg — Bt = S(q, B, 1)

Earlier we saw that Q = % =a. And so a = —VZ”“ Ik (% — q2)_%dq — t. Solving for ¢, we obtain

q = %sinw(t + a) where § and « are given by initial conditions. If we compare this equation to
the known equation of motion for a harmonic oscillator, we discover that 8 represents the total energy
of the system while « represents the initial time. Thus, we used the Hamilton-Jacobi differential equa-
tion to determine a function S that mediates the transformation between p,q and 3, « where the latter
coordinates are given by initial conditions.

5 Conclusion

We have seen that canonical transformations, specifically those which yield cyclic coordinates or constants
that are given by initial conditions, can greatly simplify a Hamiltonian. In the latter case, we showed
that the Hamilton-Jacobi differential equation can be used to solve for a particular generating function
know as the Hamilton action function — from which we were able to retrieve an equation of motion
dependent on some initial conditions. It turns out that this differential equation is very powerful for
other reasons and has applications that reach far beyond the scope of this paper. It is worth mentioning
that this differential equation is the only formulation of mechanics that can express particles as waves
and is therefore considered the closest classical analogy to quantum mechanics.
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